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1. SUMMARY

The Air Force Research Laboratory (AFRL) is developing a secure processor that integrates a multicore 
logic layer with vertically stacked Dynamic Random Access Memory (DRAM). The chief advantage of 
such 3D Memory Integrated architectures is the large amounts of memory that can be accessed by the on-
chip logic via high bandwidth vertical interconnects. It is therefore becoming feasible to develop 
optimizations for Processing Near Memory architectures that enable parallel algorithms to exploit this 
massive memory bandwidth, potentially revolutionizing the implementation of data-intensive algorithms, 
including high dimension signal processing kernels. The AFRL architecture comprises the Target 3D 
Memory Integrated Multicore Platform for this project. While the energy cost of block memory access can 
be well-defined in such a platform, there is currently no method of optimizing the memory accesses of a 
complex algorithm and its impact on energy consumption in platforms with 3D stacked memory. In 
particular, the high bandwidth connection between logic and memory in 3D architectures has created an 
opportunity to redesign the conventional processor-memory cache hierarchy. The specific design of the 
cache hierarchy and its interconnection to the large on-chip buffers on the 3D memory controllers is 
expected to have a significant effect on both kernel performance and overall energy-efficiency. Mapping 
applications to this target platform is therefore complex due to these large number of architectural features 
and their complex performance-energy-efficiency trade-offs. In this project we developed a performance 
model of the Target 3D Memory Integrated Multicore Platform that can be used for evaluating the energy-
efficiency and performance-energy tradeoffs of specific signal processing algorithms as mapped on to this 
target platform. We then demonstrated the efficacy of this framework by mapping representative signal 
processing kernels to the Target 3D Memory Integrated Multicore Platform and generating design curves 
describing the trade-off between energy efficiency and algorithm performance. Our results enable the 
principled and practical exploration of parallel algorithm performance and energy-efficiency and 
understanding of the impact of architectural design choices on performance-energy trade-offs which is 
central to the adoption of 3D memory centered platforms in Command, Control, Communications, 
Computers, Intelligence, Surveillance and Reconnaissance (C4ISR) applications.  
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2. INTRODUCTION
Recent research has developed memory-centered architectures for organizing the 3D memory and logic
layers. We denote by 3D Memory Integrated Architecture (3DMIA) a specific arrangement of logic and
memory layers within a 3D Integrated Circuit (3DIC) and their interconnections. The chief advantage of
such architectures is the large amounts of memory that can be accessed by the on-chip logic via high
bandwidth vertical interconnects. It is therefore becoming feasible to develop optimizations for Processing
Near Memory architectures that enable parallel algorithms to exploit this massive memory bandwidth,
potentially revolutionizing the implementation of data-intensive algorithms, including high dimension
signal processing kernels. The Air Force Research Laboratory (AFRL) is developing a secure processor
that integrates a multicore logic layer with vertically stacked DRAM. This architecture represents one such
3DMIA, henceforth denoted as the Target 3D Memory Integrated Multicore Platform (Target 3D MI-MC
platform). However, as compared to conventional 2D memory, access to 3D memory is complicated by its
multilayered layout and energy usage patterns. While the average energy cost of memory access is lower
in 3DICs owing to the shorter interconnect distribution [1], the overall energy cost becomes significant
when data-intensive algorithms are executed. The challenge is therefore to develop algorithmic
optimizations that enable data-intensive parallel algorithms to exploit the massive memory interconnect
while meeting performance goals of throughput and latency while keeping energy consumption in check.
While the energy cost of block memory access can be well defined, there is currently no method of
optimizing the memory accesses of a complex algorithm and its impact on energy consumption in platforms
with 3D stacked memory. Mapping applications to such platforms is complex due to the large number of
architectural features and their complex performance-energy-efficiency trade-offs. In addition, the high
bandwidth connection between logic and memory in 3D architectures has created an opportunity to redesign
the conventional processor-memory cache hierarchy. The specific design of the cache hierarchy and its
interconnection to the large on-chip buffers on the 3D memory controllers is expected to have a significant
effect on both kernel performance and overall energy-efficiency.

3D Integrated Circuits (3DIC) technology refers to methods being developed to stack multiple layers of 
logic or memory devices vertically and to connect such layers with high-bandwidth vertical interconnects. 
Current interconnects are based on Through Silicon Vias (TSVs) that pass through the silicon substrates of 
the active layers [2]. 3DIC technology is expected to reduce interconnect distances by 200× compared to 
PoP/package-on-package, leading to shorter wire-length distribution, with the greatest reduction in the 
longest paths [3-5]. 

Architectures: 3DIC architectures refer to the different methods of organizing processor and memory 
components within a 3DIC. These include memory-on-processor architectures [6-9] where a memory stack 
is integrated over a processor-like logic layer in a two-tier 3DIC. The memory stack can be embedded 
DRAM prototype [9] or Static Random Access Memory (SRAM) on a multicore processing layer [7, 8]. A 
single processor core can also be partitioned across tiers [1, 6]. 3D Stacked Logic-in-Memory combines the 
features of traditional LiM/ Logic-in-Memory architecture and 3D Stacked DRAM. Here, layers of Logic-
in- Memory are interleaved between the 3D structure of DRAM layers. Thus, in addition to the benefits of 
3D stacked memory, the benefits of having computation blocks close to memory can also be gained. 3DIC 
technology is being applied to develop the next generation of field-programmable gate arrays (FPGA) [10-
12] as the high bandwidth interconnections particularly benefit FPGAs. 3DIC technology is most advanced
in the design of memory chips. 3D Stacked DRAMs [13] use a bit architecture-oriented concept. The
combination of high bandwidth access to large banks of memory from logic layers makes 3DIC
architectures attractive for new approaches of computing, unconstrained by the memory wall.
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Energy-efficient FFT implementation: We briefly review the problem of efficiently (with respect 
to energy) computing the Fast Fourier Transform (FFT) of a vector of size 𝑛𝑛. The energy cost of 
implementing this specific architecture-algorithm pair depends on cost of the data transfers in the 
butterfly network. Other than the problem size 𝑛𝑛, two major parameters determine the energy 
consumption: Degree of horizontal parallelism (how many radix-4 stages are used in parallel), 𝐻𝐻𝑝𝑝, 
and Degree of vertical parallelism (number of parallel pipelines), 𝑉𝑉𝑝𝑝 (Figure 1). Algorithm 
performance, including energy consumption, depends significantly on the parallelism in the FFT 
design. Figure 1 shows the energy consumption plot for an 𝑛𝑛 = 256 BRAM-based FFT design with 
varying 𝑉𝑉𝑝𝑝  and 𝐻𝐻𝑝𝑝 parameters on Virtex II FPGA (energy costs were estimated using Xilinx XPower 
[14]). 

Figure 1: FFT 
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3. METHODS, ASSUMPTIONS, AND PROCEDURES
2D FFT can be implemented in two phases of Row FFT and Column FFT using the row-column algorithm
by performing 1D FFTs on rows and columns of inputs [8]. In the Row FFT phase of the algorithm, for a
problem size of N x N input matrix, 1D FFT is applied on each row of the input matrix in sequential order.
The outputs of the Row FFT phase act as inputs to the Column FFT phase. In the Column FFT phase, 1D
FFT is applied on each column of the N x N matrix and the outputs of Column FFT phase represent the
final output   of 2D FFT on the original N x N input matrix.

2D FFT on 3D memory has been the focus of many research works. In [9], memory optimized data layouts 
are developed for FFT on hardware accelerators such as ASIC and FPGA. Block data layout is implemented 
for DDR3 memory and later extended to 3D memory. A block is mapped to a row of a bank and multiple 
blocks are distributed among banks to increase the bandwidth of the memory. For a block of size t x t and 
a problem size N x N, the on-chip memory requirement is of the order O(tN ). In [11], a Logic-in-Memory 
(LiM) IC is developed to perform 2D FFT on 3D memory. Application specific logic cores are used to 
implement 2D FFT and energy efficiency and bandwidth are targeted as the performance metrics. Although 
inter-layer pipelining is utilized, block data layout from [9] is used. In [10], processing kernel on FPGA is 
developed to implement dynamic data layouts to reduce the number of row activations. Multiple 
rows/columns (p) of input data are prefetched from the memory and a permutation network is used while 
writing back the outputs to memory to reduce the number of row activations. The on-chip memory 
requirement is of the order O(pN), for 1  <  p  <  t.  None of these works focus on the on-chip memory 
and require substantial amount of on-chip memory to achieve high bandwidth for large problem sizes. 

We developed an Optimized data layout to implement 2D FFT on 3D memory which achieves a minimum 
on-chip memory requirement without sacrificing the bandwidth and latency of 3D memory. We exploit 
inter-layer pipelining and parallel vault access to hide the latency of accessing elements in the same layer 
and overhead of accessing multiple rows. By achieving maximum bandwidth for both Row and Column 
FFT phases, our data layout stores only the necessary elements in on-chip memory and minimizes the on-
chip memory requirement. 

3.1 Target Architecture 
Our target architecture is a 3D memory integrated FPGA consisting of 3D memory and an FFT 

Processing Unit (PU) on FPGA. The components of the architecture are illustrated in Figure 2. 

Figure 2: (a) Architecture of a 3D Memory (b) FFT PU on FPGA 



Approved for Public Release; Distribution Unlimited 
5 

3D Memory 
3D memory is organized as a set of v vaults consisting of l layers and b banks per layer in a vault. 
Data in a vault is accessed using vertical interconnects (TSVs). A representative architecture of 3D 
memory consisting of 16 vaults with 4 layers and 4 banks per layer is illustrated in Figure 2(a). Vaults do 
not share TSVs with one another and hence can be accessed in parallel. Within a vault, data in different 
layers can be accessed at a faster rate than data in the same layer, a property known as inter-layer 
pipelining [15], [16], [17]. This is because the latency of activation overhead of rows in different layers 
can be overlapped due to fast TSVs. Within a layer, the structure of 3D memory is similar to the structure 
of DDR3 with data stored in rows and columns in each bank. Accessing data stored in different rows of 
the same bank incurs large latency due to row activation overhead whereas, bank interleaving can be 
used to reduce the latency by accessing data in different banks. Each data element stored in a 3D memory 
can be accessed by specifying the address in terms of vault, layer, bank, row and column. For each 
read/write request to the 3D memory, a specific row in a bank belonging to a layer in a vault is accessed 
and the bandwidth and latency of 3D memory depends on the access pattern of these requests. In our 
previous work [18], [19], [20], we developed a parameterized model of the 3D memory to identify the 
parameters which have a significant impact on the bandwidth and latency of 3D memory. Our model 
characterizes the 3D memory in terms of timing parameters which take into account the architecture and 
different access patterns. For the sake of completeness, we describe once again the parameters of the 
3D memory model: 

• tvault: time between accesses to different vaults
• tlayer: time between accesses to different layers in a vault
• tbank: time between accesses to different banks in a layer in the same vault
• trow: time between accesses to different rows in a bank
• tcol: time between accesses to different columns in a row

FFT Processing Unit (PU) on FPGA 
The FFT processing unit consists of a 1D FFT kernel and an address generation unit. 1D FFT kernel 
processes inputs of size N to produce FFT outputs. The address generation unit maps the inputs and outputs 
of the 1D FFT kernel to the required addresses in the memory. Since the kernel can process streaming data, 
we use different vaults to read inputs and write the outputs. In Figure 2, in the Row FFT phase, Vault 1 acts 
as the input vault and Vault 2 acts as the output vault. In the Column FFT phase, their roles are reversed. 

3.2 Performance Modeling of 3D Memory Integrated Architecture 
For each component of the target architecture, we describe the parameters important for performance 
modeling. We then map 2D FFT onto the model of the target architecture and derive the relevant equations 
necessary to carry out performance analysis in terms of throughput. All the parameters are defined in terms 
of number of processor cycles. 

Data-Driven Architecture Parameterization 
Figure 3 shows the 3D memory integrated architecture. 3D memory is used to store the input and output 
matrices of 2D FFT and consists of 2 parameters: page hit and page miss. When a memory request results 
in a page hit (tread_hit / twrite_hit), the latency is 12 cycles and a page miss (tread_miss / twrite_miss) causes a latency 
of 24 cycles. We assume these parameters have the same value for both read and write requests. On-chip 
memory can be accessed every clock cycle (ton_chip). Based on empirical data, we observe that the exact 
computation time of the processor (tcompute) varies with the number of computations and problem size; 
therefore, we assume that the total computation time of a single processor for 1D FFT of “n” elements is 
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α*n (0 < α ⩽ 1) and we evaluate the algorithm architecture mapping for various values of α. Data exchange 
across the interconnection network incurs a software overhead for each data transfer in addition to the 
latency of data transfer across the network. We denote these parameters as tmpi and txbar respectively.  

P1

P3

P2

P4

M1 M2

C1 C2

M4M3

C4C3

P

C

M

TSVs

On-chip 
bus

Crossbar 
Network

Processor

On-chip 
Memory

3D 
Memory

Figure 3: 3D memory integrated architecture 

From the experimental values provided by AFRL, the 3D memory is a Double Data Rate (DDR) memory 
running at 1 Giga Hertz (GHz) with 32 Giga Bytes (GB)/s peak bandwidth. This equates to 256 bits per 
clock cycle (1 nanosecond (ns)). Therefore, we assume that 4 elements of 64 bits each can be read/write 
in 12 cycles for page hit and 24 cycles for page miss. The parameters and their values are summarized in 
Table 1. 

Table 1: Throughput Parameters for 3D memory integrated architecture 
Symbol Parameter Value (# cycles) 

tcompute computation time of 1D FFT for “n” inputs α*n 
tread_hit read latency for page hit in the 3D memory 3 
tread_miss read latency for page miss in the 3D memory 6 
twrite_hit write latency for page hit in the 3D memory 3 
twrite_miss write latency for page miss in the 3D memory 6 
ton_chip access latency for read/write to on-chip memory 1 
txbar latency of data transfer (“b” bits) across the crossbar (b/64)*3 
tmpi software overhead for data transfer across the crossbar 4200*2 
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LogP Model 
We use the LogP model [21] to develop a performance model and develop algorithm architecture mapping 
to arrive at the total execution time for implementing 2D FFT. Using the LogP model, we decompose the 
task of 2D FFT into phases consisting of local computation at each processor and communication between 
the processors. Parameters of LogP model are defined as: 
L = an upper bound on the latency, or delay, incurred in communicating a message containing a word from 
its source memory module to its target memory module 
o = overhead, defined as the length of time that a processor is engaged in the transmission or reception of
each message
g = gap, defined as the minimum time interval between consecutive message transmission or reception of
each message
P = number of processors/memory modules
Mapping the parameters of the target architecture in Table 1 to LogP model, it can be observed that L =
txbar; o = tmpi; g = 1 and P = 4.

Performance Modeling Schematic 
Based on the LogP model, we divide the computation of 2D FFT into 3 phases (Figure 4). Phase 1 consists 
of computation on each processor to perform 1D FFT on the rows of input data. Phase 2 consists of 
communication among processors to gather the required data for Column FFT. Phase 3 includes local 
computation to perform 1D FFT on the columns of input data. Figure 2 illustrates the steps involved in each 
of the phases. The initial algorithm-architecture mapping consists of the input n × n matrix being distributed 
equally among the memory of all processors. Each 3D Memory of a processor has b rows of the input 
matrix where, b = n/4. The different phases and the steps involved in these phases are explained below. 
Later, we propose 2 performance models depending on the when the communication takes place (Phase 2) 
between processors. 

Write 
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Read 
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Local Computation and 
Communication on each Pi, Ci 
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2

3 Write 
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Data Exchange
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Write 
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Read 
from
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and Mi
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Figure 4: Three Phase 2D FFT Computation 

3.3 Data Layouts 
In this section, we describe the Baseline data layout and its limitations. Later, we present our proposed 
Optimized data layout along with the mapping technique. The parameters of the architecture used in our 
analysis and their definitions are described in Table I. We assume each access to a vault results in a column 
of data being available from the memory. For notation convenience, we assume there are 2v vaults in the 
memory; v vaults are used to read inputs and v vaults are used to write the outputs. This assumption does 
not affect our proposed data layout or the performance analysis.  
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Table 2: Parameters of 3D Memory 

Notation Definition 

N x N Problem size 

2v # vaults in 3D memory 

l # layers in a vault 

b # banks per layer in a vault 

r # rows in a bank 

c # columns in a row of a bank 

Baseline Data Layout 
We use the block data layout proposed in [22] as the Baseline data layout. In this data layout, a block or a 
tile of size t x t is mapped to a row of a bank in the memory and multiple such blocks are mapped to different 
banks. The value of t ranges between [1, √c]. In order to perform a 1D FFT of a row of N elements, an 
entire row of blocks (equivalent to t rows of N x N) are transferred from the 3D memory to on-chip memory. 
An FFT kernel is used to process the data stored in on-chip memory and the outputs are written back to 
memory. This process is repeated for all the rows in the input matrix to complete the Row FFT phase. In 
the subsequent Column FFT phase, entire column of blocks is transferred to the on- chip memory and 
processed to produce the final Column FFT outputs. Although the Baseline data layout can enable high 
throughput, we observe the following limitations of this data layout. 
Limitation 1: Bandwidth of the 3D memory is proportional to the block size with t = √c achieving 
maximum bandwidth. For t = √c, blocks are accessed from different layers and the latency overhead of 
accesses to the same bank is overlapped with accesses to banks in other layers and the bandwidth is limited 
by tlayer. For t < √c, the majority of the consecutive blocks are mapped to banks in the same layer and tbank 
and tcol will limit the bandwidth of the 3D memory. The effect of small block sizes on performance is 
evident in [22], with t = (4, 8) achieving (33%, 50%) of the performance in comparison with that of t = 32. 

Limitation 2: For an N × N problem size, O(√cN ) on-chip memory is required to achieve maximum 
bandwidth. 

At any point of time, an entire row/column of blocks of data (tN elements) need to be stored in on-chip 
memory to process N elements of a row/column. Based on Limitation 1, maximum bandwidth is achieved 
for t = √c. Therefore, the on-chip memory required is √cN elements of data.  In [22], the authors use block 
size t = 32 to achieve maximum bandwidth. For problem sizes N = [8192, 32768] complex single-precision 
(2 x 32 bits per word) inputs, this translates to a large on-chip memory requirement in the range of 16-67 
Mbits. 
Therefore, the Baseline data layout requires large on-chip memory to achieve maximum bandwidth from 
3D memory and on limited on-chip memory architectures, bandwidth of 3D memory reduces which 
translates to higher execution time. 
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Optimized Data Layout 
Our data layout is defined by two mapping functions, corresponding to each phase of 2D FFT.  Each 
function is a mapping of an N x N matrix to locations in 3D memory. A location (address) is defined by the 
quintuple v(aij), l(aij), b(aij), c(aij), r(aij) which maps matrix element aij to a vault, layer, bank, column and 
row in the 3D memory. The first mapping function (DL 1) describes the layout of FFT input matrix A in 
3D memory before the start of the Row FFT phase. The second mapping function (DL 2) is used to write 
the elements of matrix A`, the output of the Row phase, to 3D memory. The same layout is then used to 
read columns of A` during the Column FFT phase. The outputs of this phase are the final outputs and can 
follow either data layout above, depending on how the resultant matrix is to be used further. 
In order to derive our mapping scheme for optimal on-chip storage and bandwidth maximizing 2D FFT 
data layout, we make the following basic assumption about the timing parameters of 3D memory:  tlayer ≤    
{ tbank, tcol }  ≤   trow. We also assume the number of layers is sufficient to make l. tlayer ≥ {tcol, tbank}. These 
assumptions are based on our estimates of the timing and architecture parameters of 3D memory, as 
described in [23]. The 3D memory in [23] has a peak bandwidth of 8 GB/s per vault and an element of 64 
bits can be accessed for each memory request, which translates to an access time of 1 ns for each element. 
Therefore, we assume tlayer = 1 ns which represents the least possible latency of memory accesses. Further, 
since the structure of a layer in a 3D memory is similar to DDR3 [24], we estimate the values of other 
timing parameters as tbank = 2 ns, tcol = 4 ns and trow = 40 ns based on timing parameters described in [24]. 
The key characteristics of our mapping scheme based on the above assumptions are as follows: Since vaults 
can be accessed in parallel, it is trivial to distribute elements across vaults to maximize bandwidth. Our data 
layout further maps accesses within a vault to different layers to ensure the minimum possible latency for 
tlayer, for each access. Now, considering accesses within a vault, our layout maximizes bandwidth by hiding 
the latency of consecutive accesses to the same row or different rows in a bank through a number of 
intermediate accesses to other layers, utilizing p.tlayer ≥ tcol and q.tlayer ≥ trow. For example, choosing p ≥ 4 
and q ≥ 40 based on the parameters above, will hide the latency of tcol and trow and incur a minimum latency 
of tlayer. Hiding the latency of accesses to different rows and columns is possible due to the large number of 
banks [23] and faster access across the 3rd dimension of 3D memory [15], [17].  

For notational simplicity and without loss of generality in our description of the mapping schemes, we 
assume that parameters N, v, l, b, r and c are powers of 2 and that k = √vlbc is an integer (power of 2). 
These assumptions can be relaxed at the cost of increased notational complexity in the description of 
our layout scheme. We also assume N≤ √vlbrc problem fits in memory).  

Data Layout 1 (DL 1): Our first mapping scheme for the Row FFT phase is a straightforward round-robin 
mapping of the rows of A over vaults, layers, banks, columns and rows (Figure 5). Each row of N input 
elements from A is distributed in a round robin fashion across v vaults (line 3). Similarly, in a round- robin 
fashion, the N/v elements within a vault are distributed among l layers in that vault and the N/(vl) elements 
within a layer distributed among its b banks (line 4). Finally, the N/(vlb) elements assigned to a bank are 
distributed in row major order among its c columns and r rows (line 5). This mapping function is repeated 
for all the N rows of the input matrix. 
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Figure 5: DL1 Mapping Function 

 
Data Layout 2 (DL 2): Our second mapping scheme ensures that consecutive accesses to 3D memory 
components (vaults, layers etc.) are sufficiently spaced to absorb respective component activation 
overheads both during the row major write phase at the end of the Row FFT as well as during the column 
major read phase at the start of Column FFT (Figure 6). Consider the same row index across all banks, 
layers and vaults of 3D memory. Given c columns per row, there are vlbc locations corresponding to this 
row index across the entire 3D memory. We want to repeatedly distribute elements from the rows and 
columns of the N x N output matrix A of the Row FFT phase uniformly among these vlbc locations for each 
row index. Note that A is only available one row at a time and the writing to memory occurs as per our 
mapping function after each row of A becomes available. We start by dividing A into contiguous k x k 
blocks, with k = vlbc. It should be note that although we divide the matrix into blocks, our blocks as well 
as our mapping function are quite different from the Baseline data layout. DL 2 describes in detail each of 
the mapping functions. 
 

 
Figure 6: DL2 Mapping Function 
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4. RESULTS AND DISCUSSION

4.1 Performance Evaluation 
3D memories have become popular recently, and since the exact internal architecture is proprietary, 
existing cycle accurate simulators do not capture all the features of the 3D memory. For example, [25], 
[26] do not provide the feature of inter-layer pipelining and are limited to specific types of 3D memory.
We do not claim cycle accurate performance comparison as we are looking for higher order performance
estimate of 2D FFT on 3D memory.
For the performance analysis, timing parameters of 3D memory are estimated as: tlayer = 1 ns, tbank

= 2 ns, tcol = 4 ns and trow = 40 ns [23], [24]. We assume vaults can be accessed in parallel making v
elements available from v vaults in a time equal to the latency of accessing one element from 1
vault, i.e., tvault = 0 ns. We assume the inputs are complex single-precision floating point numbers (2 32
bits per word) and each access to a vault ensures 1 column/element of data, i.e., 64 bits are available   to
the FPGA. The parameters of 3D memory are tabulated in Table III. We assume a streaming FFT
Processing Unit on FPGA with 128 Gbits/s (16 GB/s) throughput. For a vault with a bandwidth of 8 GB/s
[23], 2 vaults saturate the throughput of the FFT processing unit. Therefore, 2 vaults are used to read inputs 
and 2 vaults are used to store the outputs.

Table 3: 3D Memory Parameter Values 

In Figure 7(a), we analyze the amount of on-chip memory required to achieve maximum bandwidth for 
Baseline and Optimized data layouts. The Baseline data layout uses a block size of t = 16 and on-chip 
memory of 33 Mbits to achieve maximum bandwidth. We observe that the Optimized data layout achieves 
maximum bandwidth with substantially lower on-chip memory (16x). In Figure 2(b), we assume the 
architecture has a limited on-chip memory of 4 Mbits. For the Baseline data layout, the available on-chip 
memory is sufficient to achieve maximum bandwidth for small problem sizes (N = 2048). For large problem 
sizes (N = 8192, 32768), due to small amount of on-chip memory, Baseline data layout is restricted to small 
block sizes and the majority of the consecutive accesses are mapped to the same layer and the bandwidth 
is limited by tbank or tcol. This translates to a higher execution time in comparison with the Optimized data 
layout. On the other hand, the Optimized data layout does not suffer any degradation in performance since 
the available on-chip memory is sufficient to store the required O(N) elements of input data and ensures 
maximum bandwidth is achieved resulting in 2× to 4× reduction in execution time. 

Parameter v l b r c Vault 
Bandwidth 

 Values 4 4 4 4096 256 8 GB/s 
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Figure 7: Evaluation of Optimized Layouts 

4.2 Performance Analysis 
For the sake of completeness, we reiterate the 3 phases in the computation of 2D FFT on the target 
architecture.  

• Phase 1: Each processor computes 1D FFT on the rows of input data present in its private 3D
memory.

• Phase 2: Processors communicate among each other to gather the results of Row FFT which act as
input data for Column FFT.

• Phase 3: Local computation to perform 1D FFT on the columns of input data.

We also briefly describe the 2 models we developed in the previous quarter to accommodate different 
interconnection networks. 
Model 1: In this model, outputs of Row FFT are exchanged among processors after each row is processed. 
This is due to the limitation of interconnection network in transferring large block sizes. 
Model 2: If the interconnection network allows a sufficiently large block size, data exchange happens after 
Row FFT computation of all the rows have been completed. This results in minimum overhead due to 
communication between processors.  

Equations are tabulated below in Table 4. 

Table 4: Equations for Performance Models 
Model 1 Model 2 
tphase1 = n*tread + tcompute + n*twrite tphase1 = n*tread + tcompute + n*twrite 
tphase2 = [b*tread + tmpi + txbar + b*twrite]*3 tphase2 = [b2(tread) + tmpi + txbar + b2(twrite)]*3 
tphase3 = n*tread_miss + tcompute + n*twrite tphase3 = n*tread_miss + tcompute + n*twrite 
Total Execution Time = [tphase1 + tphase2 + 
tphase3](n/4) 

Total Execution Time = tphase1*(n/4) + tphase2 + 
tphase3*(n/4) 

We present the performance of both the models for different problem sizes in Table 5. We also present 
the effect of variation in α on performance. 
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Table 5: Performance Comparison: Model 1 and Model 2 

n × n α Performance (GOPS) Improvement 
Model 1 Model 2 Model 2 vs Model 1 

1024 × 1024 0.5 3.59 7.44 2.07× 
1 3.52 7.13 2.03× 

4096 × 4096 0.5 7.06 8.96 1.27× 
1 6.82 8.59 1.26× 

8192 × 8192 0.5 8.56 9.71 1.14× 
1 8.24 9.3 1.13× 

For small problem sizes, Model 2 achieves a significant improvement in performance compared with Model 
1. On the other hand, as the problem size increases, the read and write latency to memory dominates the
total execution time and the difference in performance between the 2 models is marginal.

We also evaluate the following optimizations to reduce the communication overhead and achieve higher 
throughput for 2D FFT implementation on 3D memory integrated architectures. 

Dynamic Data Layout: While performing data exchange between the processors, we write the data in 
transpose format to the destination memory so that the future accesses for column FFT will result in a 
sequential row accesses. For example, read the data sequentially from the memory of Processor 2 and while 
writing this data to the memory of Processor 1, we write the data into different rows. Although we incur a 
penalty while writing, the reduction in latency while performing column FFT makes up for this penalty.  

Overlapping Communication and Computation: In an ideal scenario, the exchange of data between 
processors should not be visible to the processors so that the processors are not idle. This results in peak 
performance. To achieve the peak performance, we need to minimize the data exchange overhead by 
overlapping computation time with data exchange time.  

Data exchange between processors can be done at various levels of granularity. The two extremes are: 
(a) Data exchange after every row FFT is finished
(b) Data exchange after the entire set of rows (n/4) FFT is finished

We have observed that if the data exchange is done after every row, the overhead is too high and very large 
compared to local computation phase. On the other hand, if data exchange is done after all n/4 rows FFT 
are finished; the local computation phase is much larger in magnitude. Therefore, there exists an optimum 
granularity, i.e., after an “𝑥𝑥” number of rows FFT have finished; data exchange for those rows can be 
performed. 

Equating the total computation time for “𝑥𝑥” rows with the data exchange time for “𝑥𝑥” rows gives us: 
(n*tread + α*n + n*twrite)*𝑥𝑥 = [(n/4) (tread) *𝑥𝑥 + 4200*2 + (n/4)(3)*𝑥𝑥 + (n/4)(twrite)*𝑥𝑥]*3 

By solving the above equations using the values from Table 4, we obtain: x = 8400*3/(n(α – 0.75)) 

Note: this is only applicable when α > 0.75. 
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Therefore, we can start the data exchange phase after “𝑥𝑥” rows FFT has been computed. Hence, the total 
overhead of data exchange phase is equal to the initial latency to compute “𝑥𝑥” rows FFT. Using the above 
value of “𝑥𝑥” in Model 2 we obtain the total execution time: 
Total time = 3.75*n2 + α*(n2/2) + 8400*3*(6 + α)/(α – 0.75) 
 
With optimization #1 enabled, we observe that minimum value of α increases to 3. So, x = 8400*3/(n(α – 
3)) 
An analytical performance comparison of baseline and optimized data layout is shown in Table 6. 

Table 6: Performance Comparison of Baseline vs Optimized Data Layout 
Baseline implementation: Optimized implementation: 

tphase1 = n*tread + α*n + n*twrite tphase1 = n*tread + α*n +  n*twrite 

tphase2= (n2/16) (tread) + 4200*2 + (n2/16)(3) + 

(n2/16)(twrite) 

tphase2 = (n2/16) (tread) + 4200*2 + (n2/16)(3) + 

(n2/16)(twrite_miss) 

tphase3 = n*tread_miss + α*n + n*twrite tphase3 = n(tread) + α*n +  n(twrite) 

Total Time = 5.4375*n2 + α*(n2/2) + 8400*3 Total Time = 5.25*n2 + α*(n2/2) + 8400*3 

 
Empirical Performance Evaluation 
Below, we present the performance of various models for different problem sizes. We also present the effect 
of variation in α on performance of various models. 
α = 0.5 

Model # Performance in GOPS 
 1024 × 1024 4096 × 4096 8192 × 8192 

1 7.44 8.96 9.71 
2 3.59 7.06 8.56 
3 0.027 0.032 0.035 

α = 1 
Model # Performance in GOPS 

 1024 × 1024 4096 × 4096 8192 × 8192 
1 7.13 8.59 9.3 
2 3.52 6.82 8.24 
3 0.027 0.032 0.035 

 
Performance Improvement using Optimizations 
α = 1 

Model # Optimization # Performance in GOPS 
  1024 × 1024 4096 × 4096 8192 × 8192 

1 None 7.13 8.59 9.3 
1 1 7.36 8.87 9.61 
2 2 8.63 11.88 12.97 

 
5. CONCLUSIONS 
While the energy cost of block memory access can be well-defined, there is currently no method of 
optimizing the memory accesses of a complex algorithm and its impact on energy consumption in platforms 
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with 3D stacked memory. Mapping applications to such platforms is complex due to the large number of 
architectural features and their complex performance-energy-efficiency trade-offs. In addition, the high 
bandwidth connection between logic and memory in 3D architectures has created an opportunity to redesign 
the conventional processor-memory cache hierarchy. The specific design of the cache hierarchy and its 
interconnection to the large on-chip buffers on the 3D memory controllers is expected to have a significant 
effect on both kernel performance and overall energy-efficiency.  

In this effort, we first developed a model-based optimization framework for implementing signal processing 
algorithms in an energy-efficient manner on a 3D memory-integrated multicore architecture. We 
demonstrated the efficacy of this framework by mapping representative signal processing kernels to the 
Target 3D MI-MC platform. Specifically, our performance modeling approach was developed to enable the 
following capabilities. 

• Quantify the expected performance metrics of throughput, latency, and energy-efficiency of a given
algorithm after it is mapped on to the performance model.

• Evaluate the impact of alternate designs of the placement of the processor-memory cache on the
performance of an algorithm.

• Evaluate the impact of accessing 3D memory buffers and interfaces via an interposer layer.
• Quantify the expected trade-off between performance and energy-efficiency of the target platform

when a specific application kernel is executed on it.

We also developed an on-chip memory efficient data layout to implement 2D FFT on 3D memory. Our data 
layout exploits inter-layer pipelining and parallel vault access to hide the latency overhead of strided 
accesses. The data layout ensures maximum bandwidth is available from 3D memory with the on-chip 
memory requirement of O(√N) for a problem size of N x N. In comparison with the Baseline data layout, 
our Optimized data layout reduces the on-chip memory by √c for c columns in a row of a memory bank. 
With limited on- chip memory, our data layout achieves 2 to 4 reduction in execution time compared with 
the Baseline data layout. 
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AFRL Air Force Research Laboratory 
BRAM Block Random Access Memory 
C4ISR Command, Control, Communications, Computers, Intelligence, Surveillance and 

Reconnaissance 
DDR Double Data Rate 
DRAM Dynamic Random Access memory 
FFT Fast Fourier Transform 
FPGA Field-Programmable Gate Array 
LiM Logic in Memory 
PoP Package on Package 
PU Processing Unit 
SRAM Static Random Access Memory 
TSV Through Silicon Via 
1, 2, 3 D 1, 2, 3 Dimensional 
3DIC 3D Integrated Circuit 
3DMIA 3D Memory Integrated Architecture3DIC 
3D MI-MC 3D Memory Integrated Multicore 
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